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Abstract
Recent studies have shown that various hardware components
exhibit fail-slow behavior at scale. However, the characteristics
of distributed software’s tolerance of such slow faults remain
ill-understood. This paper presents a comprehensive study that
investigates the characteristics and current practices of slow-
fault tolerance in modern distributed software. We focus on
the fundamentally nuanced nature of slow faults. We develop a
testing pipeline to systematically introduce diverse slow faults,
measure their impact under different workloads, and identify
the patterns. Our study shows that even small changes can
lead to dramatically different reactions. While some systems
have added slow-fault handling mechanisms, they are mostly
controlled by static thresholds, which can hardly accommodate
the highly sensitive and dynamic characteristics. To address
this gap, we design ADR, a lightweight library to use within
system code and make fail-slow handling adaptive. Evaluation
shows ADR significantly reduces the impact of slow faults.

1 Introduction
The reliability of distributed systems hinges on their robust
fault tolerance mechanisms. While deployed distributed sys-
tems today have been designed to tolerate crashes well using
techniques such as state-machine replication, recent stud-
ies [36, 50] show that, fail-slow behavior is prevalent in differ-
ent hardware components (e.g., disk, NIC, switch) of systems
at scale. For example, a NIC can suddenly experience a 50%
packet loss. Such behavior occurs due to firmware bugs, driver
bugs, external temperature, etc., and leads to severe incidents.

These studies have motivated a few recent research solu-
tions [49, 54, 57, 64]. For example, Copilot is a consensus
protocol designed to tolerate one slow replica by introducing
proactive redundancy and parallel processing [54]. Devel-
opers also become increasingly aware of this overlooked
failure mode. For instance, HBase developers introduced an
enhancement feature [9] to detect and mitigate slow syncs.

Despite the progress, the characteristics of slow-fault toler-
ance in distributed systems remains ill-understood. The most
notable existing insight comes from a 2013 study [32], which
shows that slow hardware can cause severe cascading failures
and “limplock” of the entire cluster. This study, while illumi-
nating, focuses on demonstrating the existence of limplock in
worst-case scenarios. For example, it demonstrates that when
the disk throughput on the HDFS master node is permanently

slowed down by 1000×, HDFS experiences a cluster limplock.
Moreover, the landscape of both hardware and software has
evolved significantly since 2013. Hardware is now more pow-
erful, holds larger capacities, and integrates new technologies.
Software adopts asynchronous programming, event-driven
designs, chaos engineering, observability tools, etc. These
changes have potentially altered the status quo.

To address this gap, this paper presents a study that compre-
hensively examines how modern distributed software reacts
to slow faults. Our goal is to provide insights for developers to
enhance their systems’ slow-fault tolerance. The key challenge
developers face is that, unlike crash faults, slow faults are
not binary but rather have great varieties. Even defining slow
tolerance is not easy. Indeed, when a hardware component has
a slow fault, the software execution inevitably gets impacted.
For distributed software, it can leverage its redundancy and
concurrency to minimize the overall performance degradation.

Our study thus focuses on examining the nuances of fail-
slow tolerance. We develop a testing pipeline that uses fault
injection to systematically explore various slow faults and
measure how a system reacts to the varieties. We also examine
the current practices of slowness detection and mitigation.

Our study reveals many interesting findings. For example,
we find that the sensitivity to different configurations of slow
faults varies significantly across the studied systems. In some
systems, a 1 ms network slow fault can cause 25% performance
degradation,while other systems need a 100 ms delay to show a
similar level of performance degradation. In almost all studied
systems, we observe the existence of a danger zone, where a
slight increase in slow-fault severity results in a significant
increase in degradation. However, the range of these danger
zones is often narrow,which poses challenges for early alerting.
Moreover, a milder slow fault can cause more harm than a
severe one. We also find that while the latest solutions or
recent versions of a mature system has added slow handling
mechanisms, these mechanisms are not effectively triggered.

A unifying theme in our study’s findings is that slow faults
not only are non-binary but also have highly dynamic and
sensitive impact (depending on workload, severity, duration,
etc.). However, developers’ existing efforts only try to address
the non-binary nature but miss the dynamic and sensitive
characteristics. The existing slowness handling mechanisms
are controlled by static, over-conservative thresholds, which
are only triggered by the most severe slow faults. Even when



System Language Version Benchmarks

Cassandra Java 4.0.10 YCSB [30]
HBase Java 2.5.6 YCSB
HDFS Java 3.3.6 MRBench, TeraSort
etcd Go 3.5.10 YCSB, v3 benchmark [6]
CRDB Go 23.1.11 YCSB, sysbench [19]
Kafka Java, Scala 3.5.0 OpenMessaging [12]

Table 1: Studied systems. CRDB: CockroachDB.

the thresholds are exposed as parameters, it is hard for users to
tune these parameters and they cannot be changed dynamically
once set. Fail-slow handling needs to be made more dynamic.

Motivated by this takeaway, we design ADR, a lightweight
adaptive fail-slow handling library that developers can easily
use as a plug-in in their code. ADR will replace the static
logic with an adaptive one and determine the levels of mitiga-
tion actions. ADR is robust against varying slow faults and
workloads by monitoring both the value and update frequency
of traced variables. We implement ADR with two distributed
systems. We demonstrate that using this library, the system
performance degradations under different slow faults and dif-
ferent workloads are significantly reduced by 65% on average
with low overhead, compared to using static thresholds.

Besides code enhancement, developers start to introduce test
cases when they add slowness handling mechanisms. However,
they only perform unit tests that use a worst-case setting to
validate the basic code correctness. The effectiveness of these
mechanisms in practice remains unchecked. Thorough fault
injection testing is needed to measure the realistic effectiveness.
The testing pipeline we develop addresses this gap and provides
a continuous measurement tool for developers to understand
and improve their systems’ slow-fault tolerance level.

Our testing pipeline and ADR are available at https:
//github.com/OrderLab/xinda.

2 Methodology
We examine six large-scale distributed systems (Table 1). We
choose them because they are representative and widely de-
ployed in many companies. They are developed in different
programming languages and support critical services, includ-
ing distributed storage, databases and streaming. We select
their latest stable versions at the time of our study.

We also study three state-of-the-art solutions tackling slow
faults. We examine their effectiveness in Section 5.
Benchmarks. Measuring slow-fault tolerance requires rep-
resentative workloads. Prior work uses manually crafted mi-
crobenchmarks (e.g., creating thousands of empty files to
exercise the logging protocol) [32]. Such benchmarks provide
localized views of individual features in the system. However,
deployed systems receive many more complex and mixed
requests. Thus, we use comprehensive benchmarks to better
reflect the system responses under real deployments.

Table 1 lists the benchmarks we use to measure each system.
For database systems,we use YCSB [30] to generate workloads
with distinct access patterns, including read-only, write-only,

and mixed reads and writes. For etcd, we also use the official
benchmarking tool [6] to test other operations (e.g., range
queries and transactions) andetcd-specific requests (e.g., leases
and watches). For CRDB, we also use sysbench [19], a popular
benchmark for relational database systems, to test delete, insert
and range query operations. For HDFS, we use MRBench
and TeraSort: MRBench executes a set of MapReduce jobs
while TeraSort evaluates the system’s capacity to sort large
volumes of data. For Kafka, we use OpenMessaging [12] to
generate message streams under different configurations (e.g.,
partitions, batch size, and linger time).
Load stress. We adjust the benchmark load intensity to en-
sure all nodes are highly utilized: if one node crashes, the
throughput of the remaining nodes does not increase signifi-
cantly. We achieve this by tuning the concurrency levels of
the benchmarks (e.g., thread count in YCSB).
Fault Injection. Prior studies [32, 36, 49] show that slow
faults can originate from hardware, software (e.g., drivers),
or environment issues. Regardless of their root causes, slow
faults will ultimately affect a distributed system through the
underlying interfaces. Thus, instead of injecting hardware-
level faults, we inject slowness directly to the filesystem and
network layer to minimize influences of uncontrollable factors.
We use blockade [2] to inject network faults and charybdefs [3]
to inject filesystem ones (Appendix A).

Since slow faults have wide varieties, we examine them by
the following fault attributes:
• Severity. We study three major types of slow faults: network
packet loss, network delay, and filesystem delay.

For packet loss, we choose 1%, 10%, 40%, and 70%. This
is evidenced by prior empirical studies in data center net-
works and Internet service providers (ISPs) [36,52,61]: faulty
links/devices could lead to 2% to 100% packet loss in Mi-
crosoft Azure [61]; 1-50% packet loss is observed from 12
institutions including NetApp and Twitter [36]; 0.1% to 100%
packet loss is used to test a gray failure detector in ISPs [52].

For network delays, we choose 100 us, 1 ms, 10 ms, 100 ms,
and 1 s. This is backed by a study from Microsoft data cen-
ters [37], where the tail network latency varies from several
milliseconds to hundreds or even thousands of milliseconds.

For filesystem delays, we choose 1 ms, 10 ms, 100 ms, and
1 s. This is based on an empirical study on fail-slow disks in
Alibaba data centers [50], where faulty device latency ranges
from hundreds of microseconds to nearly a second.
• Location. We inject faults to only one node per experiment.
For leader-based systems, faults are injected to either the
follower or the leader: master or regionserver for HBase,
namenode or datanode for Hadoop, leader or follower node
for etcd. Although there is a concept of leader in CRDB (one
leaseholder per range) and Kafka (one leader per partition),
such leader roles are dynamic and are changing at runtime; for
Cassandra, node roles do not differ after cluster initialization
(gossiping). Thus, we inject faults to only one (arbitrary) node
of the CRDB, Kafka, and Cassandra clusters.

https://github.com/OrderLab/xinda
https://github.com/OrderLab/xinda
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Figure 1: Our slow-fault tolerance testing pipeline.

Multiple slow faults could occur simultaneously. However,
prior work suggests that fail-slow is a rare yet independent
event [49, 57]. For example, Alibaba monitors 248 K SSDs
for 10 months [49], only to find 304 fail-slow drives and they
all come from different nodes; Nutanix monitors distributed
services on 39 K nodes over 7 months [57], only to collect 232
independent fail-slow tickets. Therefore, in our experiments,
we inject faults to one node at a time to capture the most
common and realistic fault scenarios while maintaining focus
on a representative fault model.
• Duration. We explore faults of varying durations, from
transient issues lasting 30 seconds to long-lasting ones that
cover the whole experiment.

2.1 Testing Pipeline
We develop a general and automated slow-fault tolerance test-
ing pipeline that streamlines the aforementioned components:
deploying a system, ensuring comparable experiment setup,
running cloud benchmarks, injecting diverse slow faults, and
collecting and summarizing key metrics. Figure 1 shows the
diagram of our testing pipeline. It has four main stages:
➀ Initialization. Upon each test, we first bring up a cluster of
the tested system. We wait until the cluster is fully initialized
and ready to serve any requests. Test data in a benchmark is
also loaded in this stage. We use a small cluster of 3–6 nodes
for the testing. We also validate our major findings using a
larger cluster size of 10 nodes and 20 nodes in Appendix B.
➁ Warm-up. We let the benchmark run for a warm-up period
(30 s) before we start injecting any faults. This is to ensure that
the system has reached a steady state so that the statistics we
collect are representative. The benchmark client is connected
to the system via a dedicated node to avoid interference with
the system under test. We also make sure the client connects
to all nodes of the system so that the benchmark will not stop
in case of a node failure. Moreover, the performance records
during the warm-up period will be excluded from our analysis.
➂ Slow-fault injection. After the warm-up period, the pipeline
is ready to inject faults. It enumerates distinct fault attributes
and their combinations, injects one setting of slow fault per
experiment, and records the setting for later analyses.
➃ Recovery. The pipeline clears the injected faults, after
which the system performance will gradually recover.

2.2 Data Collection
Our pipeline collects performance logs from ongoing bench-
marks and system logs throughout the testing process. After

each test concludes, the pipeline processes these logs to extract
critical system responses, such as tail latency and throughput
time series. We then utilize these responses to calculate per-
formance degradation, which serves as the primary metric for
quantifying the system’s nuanced tolerance to slow faults.

Specifically, we first calculate the average throughput be-
fore fault injection (denoted as avg_normal) and during slow
faults (denoted as avg_slow). We then derive the performance
degradation as (avg_normal − avg_slow)

avg_normal ×100%, where a higher
percentage indicates more severe degradation. Analyzing how
degradation and latency vary across different fault scenarios
provides insights into the system’s tolerance to slow faults.

3 Nuanced Slow-Fault Tolerance
A key challenge distributed systems developers face in ad-
dressing slow faults is that they often cannot anticipate the
specific slow faults their systems might encounter in the wild,
particularly when the systems are deployed on hardware or
workloads that differ from their testing environment. In this
section, we delve into this nuanced nature by injecting diverse
fault scenarios (§3.1), enforcing different hardware resource
limits (§3.2), and simulating distinct workload patterns (§3.3).

3.1 How Systems React to Varying Slow Faults?
Figure 2 presents the performance degradation of the studied
systems under different slow faults with varying types, sever-
ities, and locations. We also validated the observations and
findings below using a larger cluster size (Appendix B.1).
Finding 1. The same slow fault incurs radically different
consequences across systems. For example, some systems
degrade by more than 25% with a 1 ms network delay, while
others remain robust until faced with delays 100× greater.

All the evaluated systems use network and filesystem ex-
tensively. They all have extensive fault-tolerance mechanisms.
Despite these similarities, their slow-fault tolerance still ex-
hibits high variability. For example, CRDB and etcd require a
delay as high as 100 ms to yield a notable degradation (>25%),
while Cassandra, HBase and Kafka only need 1ms. Moreover,
systems like Cassandra, HBase, and Kafka can even experi-
ence an unbearable degradation of 70% with only a 10 ms
network delay, while the other systems (except for the etcd
leader case) never degrade to this extent even with a 1 s delay.

The discrepancy arises from the differences in their fault
tolerance mechanisms, at both the design and implementation
levels. We further discuss their practices in Section 4.
Implication. Infrastructures (e.g., network) and systems (e.g.,
a database) are often monitored independently and use one-
size-fits-all alerts. This can easily miss seemingly minor slow
fault that turns out to be damaging for certain systems. System-
specific and cross-layer slowness monitoring is needed.
Finding 2. The relation between performance degradation
and fault severity is non-monotonic. In half of the studied
systems, higher packet loss leads to lower degradation.
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Figure 2: Performance degradation under filesystem delay (left), network packet loss (middle), and network delay (right). The darker the colors,
the more severe the faults are. Each experiment was repeated 50 times for generalizability. Error bars refer to 95% confidence intervals.

In CRDB, as Figure 2 shows, the degradation only increases
as the filesystem delay increases from 1 ms to 100 ms; however,
with a 1 s delay, the resulting degradation (44%) is surprisingly
smaller even than the case of 10 ms delay (48%). In Kafka,
degradation under a 1 s delay (68%) is also smaller than that
under a 10 ms delay (74%). In etcd, the performance becomes
better when we inject a higher packet loss (i.e., a negative
trend) to the leader. The underlying cause lies in whether leader
re-election is triggered: a slow leader degrades performance
until heartbeat loss triggers re-election (see Section 4.2.1).
Finding 3. Even within the same system, the performance
impact of different slow-fault types varies by up to 10×.

In CRDB, the average degradation with different filesystem
delays is 47%, which is 3.6× that of a delayed network (13%).
In etcd, the average degradation under a delayed network is
45%, which is 1.7× than that under packet loss.
Implication. System architects need to consider the distinct
impact of different slow-fault types when deciding which in-
frastructure component to prioritize and optimize. Developers
should introduce tailored handling for sensitive fault types.
Finding 4. Slow faults in followers can impose a more severe
(1.5×) performance penalty than similar faults in leaders.

It is commonly assumed that faults in leader nodes are more
impactful than those in followers. However, our study shows
a surprising twist in etcd: a slow follower incurs severe (up to
68%) and higher degradation than slow leaders. For example,
under flaky networks, the degradation by slow followers (45%)
is 1.5× that of slow leaders (31%). This is counter-intuitive as
only one slow (even crashed) follower in a 3-node quorum-
based system like etcd should at most degrade the overall
performance by a third. We investigate and find that the root
cause lies in the mismatched awareness of slow faults from the
gRPC client and etcd endpoints (elaborated in Section 4.2.2).
In contrast, a slow master in HBase does not bottleneck the
system, as the YCSB benchmark only interacts with the region
servers. In HDFS, both namenodes and datanodes exhibit a
similar impact. Since leader roles in Kafka and CRDB are
dynamic and change at runtime, the performance impact of a
slow leader or follower can be hardly traced or compared.

3.2 Do Resource Limits Amplify Slow Faults?
When a distributed system gets deployed, it can run on different
hardware. Does the system’s slow-fault tolerance change
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Figure 3: Degradation of etcd under different CPU and memory
limits. Each cell corresponds to the average degradation of the same
experiment repeated 50 times. Faults are injected to the leader.

under varying hardware resource limits? Figure 3 presents
the performance degradation of an etcd cluster under four
fault scenarios. Each node is subject to the same limits on
CPU (1-5 cores) and memory (8-32 GB) based on hardware
recommendations provided by the developers [8].

Finding 5. Scaling up resource improves normal perfor-
mance but paradoxically exacerbates the impact of slow faults.

For example, for etcd, under a network delay of 10 ms
and a per-node memory limit of 32G, degradation increases
from 7%, 26%, to 72% with a per-node CPU core limit of
1, 2, 5, respectively. This is because the baseline request
latency becomes lower with more CPU cores (from 74 ms to
10 ms), thus the same delay worsens the degradation. This is
also the case for packet loss, where latency increase is more
pronounced with more CPU cores. However, degradation does
not vary much as memory changes. This is because etcd tends
to be CPU bound under heavy load [8]. We validate these
observations with a larger cluster size (Appendix B.2).
Implication. More hardware resources do not equate to better
fault resilience. Developers need to test their systems’ slow
tolerance mechanisms under different hardware constraints.
The slow-fault alerting and actions need to be resource-aware
and recalibrate upon resource changes.

3.3 How Workloads Affect Slow Tolerance?
Deployed distributed systems need to handle diverse and of-
ten unpredictable workloads, which can cause developers to
overlook slow-fault tolerance in a specific workload. Figure 4
shows the performance impact of network delays for Cas-
sandra and etcd under different workload patterns (read only,
balanced mix, and write only). We also validate the following
observations with a larger cluster size (Appendix B.3).
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Finding 6. The performance impact of slow faults is highly
dependent on the workload, particularly in Raft-based systems
(etcd, CRDB, and Kafka), which show up to 7.2× differences.

Under a 10 ms network delay, the performance degrada-
tion of etcd under read-only, balanced mix, and write-only
workloads is 85%, 18%, and 15% (up to 5.7× differences).
For CRDB, the degradation can vary up to 7.2× differences.
For Kafka, the degradation under the asynchronous [1] and
synchronous [18] scheme is 20% and 3% (6.7× differences),
respectively. For Cassandra and HBase, the degradation under
the three workload patterns has lower variances (an average
of 1.3× and 1.1× differences, respectively). Also, different
systems are sensitive to different workload patterns. In Cas-
sandra, write-only workloads yield the highest degradation,
while read-only ones yield the highest degradation in etcd.
Finding 7. Danger zones commonly exist in the studied
systems, where a small increase in slow-fault severity leads to
a significant increase in performance degradation.

Danger zone. The sensitivity to workload patterns and fault
severities prompts us to investigate the presence of a “danger
zone”, where degradation escalates dramatically from a mod-
erate 10% to an unbearable 50% as the severity of the fault
increases. Identifying the danger zone could potentially help
system administrators to proactively monitor and mitigate slow
faults, before they escalate and incur catastrophic degradation.

Figure 4 highlights the danger zone. Etcd displays a danger
zone from 1 ms to 2 ms network delays only under read-only
workloads. In Cassandra, however, danger zones exist under all
workloads: 0.2 ms ∼ 3 ms, 0.1 ms ∼ 2 ms, and 0.1 ms ∼ 1 ms
for read-only, mixed, and write-only workloads, respectively.

We also apply the danger zone analysis to the other systems.
Table 2 summarizes the results. The notion of a danger zone
exists in almost all studied systems. However, in systems
like etcd and CRDB with write-dominant workloads (≥ 50%
write), the danger zones are not obvious. This is because slow
writes can be alleviated by their Raft-based protocols. Thus,
degradation does not increase drastically as the fault severity
increases. Kafka, under batch workloads, does not exhibit
obvious danger zones, as batched requests can alleviate the
impact of slow faults. HDFS also shows no clear danger zone

Network delay (ms) Packet loss (%)
R M W R M W

CS 0.2∼3 0.1∼2 0.1∼1 0.2∼2 0.2∼1 0.2∼0.7
HB 0.2∼2 0.2∼2 0.2∼2 0.1∼1 0.2∼1 0.2∼1
CR 4∼5 N/A N/A 2∼5 N/A N/A
EF 1∼3 N/A N/A 0.2∼2 N/A N/A
EL 0.5∼2 N/A N/A 0.2∼2 N/A N/A

Async Sync Batch Async Sync Batch
KF 0.7∼2 0.6∼6 N/A 1∼5 1∼5 N/A

MRBench TeraSort MRBench TeraSort
HD N/A N/A N/A N/A

Table 2: Danger zone of Cassandra (CS), HBase (HB), CRDB (CR),
etcd leader (EL) and follower (EF), Kafka (KF), and HDFS (HD)
under different workloads. We denote N/A for cases where the danger
zone does not exist. R: read-only; M: mixed; W: write-only.

as it is optimized to support batch processing workloads.
Implication. Early alerting, based on the danger zones associ-
ated with sensitive workload patterns, is useful for effectively
and proactively managing slow faults. However, the range of
these danger zones is quite narrow, typically spanning only a
few milliseconds of delay or less than a few percentage points
of packet loss. Therefore, the utility of danger zones for early
alerting may be limited without fine-grained monitoring.

3.4 Does Tuning Configurations Help?
To ensure consistency and avoid overfitting, we use default
configurations of the studied systems. Does tuning a system
help its slow-fault tolerance? We use HBase as an example,
tuning its configurations for tolerating a 100 ms network delay.

To locate configurations related to slow-fault handling, we
search the HBase codebase for keywords such as “slow” and
“timeout”. In total, there are 120 places matched. Most of
them are TimeoutException and not configurable. We then
manually inspect the rest of them and find 10 configurations
(invoked in 43 different files) that are most related to slow
faults (e.g.,RPC timeout, retry limit). Then,we assign different
values for them, making sure that they will always be triggered
under a 100 ms network delay. For example, we configure the
RPC timeout to be either 10 ms, 50 ms, or 100 ms. Together,
we explore 7,776 different combinations of configurations.

We then iterate through each combination and test HBase by
injecting a 100 ms network delay with fixed workload settings.
This already adds up to 540 machine hours. As a result, the
optimal one yields an average degradation of 27%, which
is indeed much lower than that of the default configuration
(98%). Finally, we test HBase with this optimal configuration
under the same slow fault but different workload settings.
Finding 8. Fine-tuning system configurations enhances
tolerance to specific slow faults, but only within controlled
environments. Even worse, it may harm system availability
when faced with diverse, real-world workloads, leading to
severe degradation or even system failures.

Figure 5a shows the average degradation under different
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workloads. We iterate through different numbers of client
threads, number of records (10K and 1M), and workload
patterns. The blue bar corresponds to the workload setting
that we previously fine-tuned on. The previously optimal
configuration does not always perform well. For example, it
causes severe degradation (>90%) under read-only workloads.
Also, the degradation jumps to 48% with 32 clients, while a
previously suboptimal configuration yields 34% degradation.

When analyzing the results, we find that the HBase cluster
would sometimes fail and disconnect from the clients. Thus,
we further check the availability of HBase, measured by the
number of completed runs. As Figure 5b shows, among 18
workload settings, HBase fails at least once in 11 of them
(the red bars), which are all heavier than what we previously
fine-tuned on. The worst case is a read-only workload with
one million records and 32 client threads: 35 out of 50 runs
fail. After investigation, we find that the previously optimal
configuration overfits the specific fault and workload, making
HBase over-sensitive to and thus fail under heavier workloads.
Implication. Fine-tuning systems for slow faults is not only
time-consuming but also does not generalize well across dif-
ferent workloads. Relying on static, fine-tuned configurations
makes a system’s slow-fault tolerance fragile.

3.5 Can Tail Latency Capture Slow Faults?
Tail latency is a widely used metric forperformance monitoring
and identifying potential slowdowns. Is tail latency always
reliable to capture slow faults? Figure 6a presents the tail
latency of etcd, under a 10 ms network delay in the leader.
Each experiment lasts for 150 s with faults extending from
30 s (20% service length) to 150 s (100% service length).
Finding 9. Tail latency is not always reliable in capturing
slow faults. The latency measurements are prone to under-
representing the severity of slow faults due to the dilution by
abundant measurements from the normal (fast) period.

The measured tail latency does not exhibit significant varia-
tions as fault duration increases. For example, as the duration
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Figure 6: Tail latency and performance degradation of etcd. A 10 ms
network delay is injected to the etcd leader with fault durations
ranging from 30s to 150s. Each experiment lasts for 150 s.

increases from 30 s to 150 s, the increase in 99.9𝑡ℎ latency
only ranges from 0.4 ms to 7.2 ms compared to the baseline,
which translates to a 0.3%∼5.5% relative increase. This is
counter-intuitive as we are injecting a 10 ms delay but in return
only observe an increase in the 99.9𝑡ℎ as minimal as 0.4 ms.

This phenomenon illustrates a limitation of relying on tail
latency to detect slow faults. When a system suffers from a
slow fault, much fewer requests are processed, hence fewer
latency measurements are collected during the slow period.
They can be outnumbered by those gathered in the normal
period, leading to a misleading perception of low impact for
the fault. We observe this pitfall when attempting to repeat the
evaluation of MultiPaxos [44, 51] in Copilot [54] (Section 5).
Even when the injected fault lasts 90 s in a 100 s experiment
time, the 99𝑡ℎ latency is still not indicative, because the 90 s
slow period only produces 900 latency measurements, while
the 10 s normal period produces 300K measurements. Other
systems exhibit similar phenomena. For example, the 99𝑡ℎ
latency is only indicative when the degradation is severe
(≥ 83% in Cassandra, ≥ 68% in Kafka, ≥ 98% in HBase) and
persistent (≥ 90 s in Cassandra, ≥ 120 s in Kafka and HBase).

This highlights the need of using additional metrics to more
comprehensively capture slow faults. For example, throughput
degradation, regardless of fault durations, is more indicative
of the impact of slow faults on the system (Figure 6b).

3.6 Other Findings
Besides performance degradation, we also study other aspects
of slow-fault tolerance. First, we study the time to recover from
slow faults (Appendix E). We find that systems recover fast
(typically within 2 s) from filesystem and network delays but
slower (sometimes more than 20 s) for flaky network. More-
over, we study the residual impact of slow faults (Appendix F).
We find that severe slow faults incur notable residual per-
formance impacts for several systems. Lastly, we examine
how slow-fault tolerance evolves across different versions of
the same system (Appendix G). We find the improvement in
slow-fault tolerance is limited over time.



Static threshold
System metric WT WC FT

Cassandra Execution time of last query [16] 500 ms - -
CRDB Execution time of last disk write [14] 5 s - 20 s
CRDB Time to flush pending logs [15] 10 s - 20 s
etcd /livez to check raft loop execution [7, 13] 5 s 3 -
HBase Time to flush WAL to disk [9] 100 ms 100 10 s
HDFS Time to read responses (ACK) from datanodes [17] 30 s - -
Kafka Execution time of last request [10, 11] 30 s - 2 min

Table 3: Examples of static thresholds used in all studied systems for slow
detection. WT: warning threshold; WC: warning count; FT: fatal threshold.

System metric slow?

Trigger a warning action

warning 
threshold

Trigger a fatal action
fatal threshold(sync, query, logging) 

> 

> 

Static threshold

Figure 7: Summary of the common slow detection logic in
all studied systems.

4 Current Practices to Handle Slowness
In this section, we study the current development and testing
practices of handling slowness in the studied systems.

4.1 Slowness Detection Method
Finding 10. All studied systems use static timeouts.

Table 3 summarizes developers’ efforts of slowness detec-
tion in the codebases of the studied systems. For example,
HBase uses a few static thresholds such as DEFAULT_SLOW_
SYNC_TIME_MS=100ms [5] to identify slow syncs. It also
counts the number of slow syncs in a one-minute window: if
the total number exceeds a default value of 100 [4], additional
actions (log rolls) will be triggered [9]. We will further study
the effectiveness of this approach in Section 4.2.3.

Another example lies in the storage engine of CRDB (i.e.,
pebble), where disk health checks enforce a fixed diskSlow
Threshold (set as 5 s) to detect disk slowness, and adopts
maxSyncDuration (set as 20 s) to trigger a service crash [14].
Similar logic is also applied to detect slow logging [15].

Moreover, Cassandra uses slow_query_log_timeout_
in_ms=500ms for slow queries [16]. HDFS uses dfsclient
SlowLogThresholdMs=30s to trigger a slow read proces-
sor warning [17]. Kafka uses request.timeout.ms and
delivery.timeout.ms, set as 30 s and 2 min respectively,
to retry operations [10, 11]. etcd detects stalled writes by
checking raft loop execution and exposes a /livez endpoint
that supervisors can use to restart etcd if needed [7, 13].
Summary. Figure 7 summarizes the common logic of two-
staged slow detection in the studied systems. For a monitored
system metric, developers first set a warning threshold (WT)
to detect slowness. If WT is exceeded, all studied systems
will print warning messages. Moreover, if WT is exceeded
multiple times (warning count, WC), or the metric exceeds a
more severe threshold (fatal threshold, FT), escalated actions
like log rolls or service kill will be triggered.

4.2 Slowness Mitigation Action
Besides detection and alert, current systems also trigger dif-
ferent mechanisms in reaction to slow faults. We study the
following four major mechanisms: leader re-election, client-
side reconnection, log roll, and escalation to fail-stop.
4.2.1 Leader Re-election
Systems like CRDB, etcd, and Kafka employ Raft, the leader-
based consensus protocol [55]. If a leader encounters failures,

either fail-stop or fail-slow, it will be unable to send out
heartbeats in time. Subsequently, a healthy follower node will
become the new leader and take over the workload.

Finding 11. Leader re-election is only effective when slow
faults are severe enough to impair heartbeats or lease liveness.

In Section 3.1, we observe that, a slow etcd leader yields
less degradation under intensive slow faults (70% packet loss)
compared with milder ones (10% packet loss). This is also
the case for CRDB. After further investigation, we discover
that both systems recover from intensive faults a few seconds
after injection. In etcd, the heartbeat timeout is 100 ms. Under
milder slow faults, the degraded leader is still responsive to
heartbeats. Thus, re-election will not be triggered, leading to
continuous slowdowns. Conversely, under more severe slow
faults, the leader may fail to respond. Therefore, a new leader
will be elected and the system will be no longer bottlenecked
by slow faults. The logic is similar in CRDB due to the lease
interval (6 s). Appendix C provides more detailed illustrations.

4.2.2 Client-Side Reconnection in gRPC
In replicated systems, it is common for clients (or a load
balancer) to maintain a pool of servers. When a server becomes
unreachable, the client can reconnect to another server.

Finding 12. The client side and server side can have different
awareness of a slow fault, causing a single slow follower to
degrade the cluster performance.

We observed in Section 3.1 that, a slow etcd follower can
also degrade system performance, even if its peer nodes are
both healthy and underloaded in the meantime.
Root cause. Clients use a gRPC balancer to connect to and
distribute requests across the etcd cluster. Initially, the balancer
maintains a simple keepalive ping with one of the endpoints.
This connection persists unless the keepalive fails. If the
endpoint is a mildly slow follower, the keepalive may not break
and thus the slow follower still degrades system performance.
Conversely, if severe slow faults break the connection, the
balancer will switch to another endpoint, and the performance
is restored. Appendix D provides a more detailed illustration.

Essentially, there is a mismatch of information between the
server and the client. Although the server side can detect the
slow follower, the gRPC balancer lacks this insight. This calls
for enhanced protocols to exchange slowness information.



4.2.3 Slowness-triggered Log Roll in HBase
HBase employs Write-Ahead-Log (WAL) to record all data
modifications. After a write operation is logged, HBase tries
to flush WAL to disk (i.e., called sync). When WAL reaches
certain size or age, HBase closes the current WAL and starts
a new one (i.e., called log roll) on a random datanode. Log
roll was designed as an efficient mechanism to constrain the
WAL file size and ensure fast log replay during recovery.

Interestingly, HBase developers later leverage log roll to
also address slow faults. Recall that HBase will randomly
select new datanodes after a log roll, thus the log rolling
can help mitigate slow faults by avoiding the slow datanode.
Starting from Version 2.3 (July 2020), developers add log roll
into the slow-fault handling pipeline [9]. It detects slow syncs,
and triggers a log roll when syncs exceed 10 s or there are
more than 100 slow syncs in one minute.
Finding 13. The conservative thresholds prevent log roll
from being triggered even under severe slow faults.

Despite the new slow-fault handling mechanism, HBase
still suffers from severe performance degradation under slow
faults as evidenced in Section 3.1. The empirical thresholds
developers choose limit this mechanism’s effectiveness.

The current threshold of slow sync, 100 ms, is excessively
conservative. As evidenced by our evaluation, a mere 100 ms
network delay on the HBase region server already leads to
a drastic performance degradation (see Figure 2). By the
time a slow sync is detected, the system has already been
significantly impacted. Similarly, the condition to initiate a
log roll—incurring 100 slow syncs within 60 seconds—is
too strict. Under such a condition, HBase is likely to have
already collapsed. To verify this, we inject a network delay
of 1 s that lasts for 60 s (yielding a degradation of more than
98%). As a result, only 32 slow syncs are reported during the
60 s injection window, failing to trigger a log roll.

4.2.4 Escalation to Fail-Stop
As previously shown, allowing slow nodes to continue serving
can worsen the system performance. Recent systems adopt the
fail early principle, choosing to kill the corresponding process
or node in the face of unexpectedly severe slowness [15].
Finding 14. Recent practices adopt fail early principle to
handle the severely slow processes and nodes.

For example, in CRDB, if a sync operation exceeds maxSync
Duration=20s, the process will be killed. In etcd, if we inject
persistent yet slight network delays, the system keeps logging
warnings and error messages, and kills the slow endpoint
in minutes. For HBase, if the slowness-triggered log rolls
coincide with a flaky network, there are also chances these
log rolls fail and escalate to crash failures of nodes.

While such actions can be beneficial, they need to be applied
carefully, because they can impair the system reliability, e.g.,
leading to cascading failures [38]. Distinguishing a truly
severe slow fault from noisy ones is also challenging.

4.3 Testing
In all the studied systems, the tests for their slow-fault han-
dling take the form of unit tests instead of integration tests. In
unit tests, developers use the sleep function to exceed static
detection thresholds, and assert-check the triggered actions.
For example, in etcd, developers simulate stalled disk writes
by calling sleep("30s") [20]; in Cassandra, developers fab-
ricate a slow operation, by calling Thread.sleep() [22],
then assert-check whether the operation is detected as slow,
completed, or aborted [21]. Yet upon reviewing the code and
documentation, we find that none of the systems employ an
injection tool to test slow faults in an end-to-end manner.
This raises concerns about whether preset static thresholds are
appropriate and whether the mechanisms can be reliably trig-
gered in a real deployment, particularly as different deploying
environments and workloads incur varying system responses.
Finding 15. Current testing of slow-fault handling mecha-
nisms focuses on the functionality instead of the effectiveness
and robustness of their triggering conditions in practice.

5 State-of-the-Art Solutions
Researchers have recently proposed advanced fail-slow solu-
tions, which have not yet been incorporated into the studied
systems. Are these latest techniques effective? In this section,
we evaluate three state-of-the-art solutions.
Perseus. Perseus [49] uses machine learning techniques to de-
tect fail-slow storage devices. It relies on device-level telemetry
data to train a regression model that infers the normal latency
of a device, and detects a slow one if its latency is much higher.
The training and detection are both offline.

We re-implement Perseus strictly following its original
design. Since Perseus’s core idea is to model device-level
throughput with latency, we adapt it to model the end-to-end
latency and throughput of the studied systems. Figure 8a shows
the latency-vs.-throughput (LvT) distribution of HBase under
a 50/50 read-write workload. The blue points refer to the LvT
distribution of HBase without slow faults. First, we apply the
same outlier detection algorithms [23,59] to filter out biased
samples. Then, we train a similar polynomial regression model
and calculate the 99.9% prediction upper bound (the blue line):
any LvT points above the line are considered slow. Finally,
we inject different levels of network delays (the green points)
and check if the upper bound identifies any slow faults or not.

This solution fails to detect slow faults in HBase even under
our most severe delay of 1 s. The main reason is that the
LvT patterns of distributed systems are different from those
of storage devices, making the model rather biased. In the
original context, slow faults in NVMe SSDs cause latency to
jump from tens of microseconds to milliseconds or seconds,
while throughput remains moderate. In contrast, in HBase,
a mild delay like 10 ms already degrades the throughput by
83%. We evaluate other systems and test different workloads.
The results all show that this approach is not robust against
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Figure 8: Evaluation of advanced fail-slow solutions. In Copilot (c), we mark the system with the smallest degradation using a blue asterisk.

slow faults in distributed systems.

IASO. IASO [57] is a peer-based, node-level fail-slow detec-
tion and mitigation framework for distributed systems. It relies
on the deployed systems to emit timeout signals, converts them
into a score, and compares the scores across nodes to detect
slow ones (i.e., nodes with higher scores than their peers).

However, since these timeouts are mostly static and over-
conservative (Section 4.1), the effectiveness of IASO is limited.
Figure 8b shows the number of timeouts per second as we
inject different network delays to HBase (during the blue
shaded area). Clearly, HBase only emits notable timeouts
when the delay reaches 100 ms. This coincides with our
prior study in Table 3, where HBase has employed a 100 ms
warning threshold for slow syncs. Tuning timeout thresholds
may help IASO detect milder delays (e.g., ≤10 ms), yet it
is time-consuming to do so and does not adapt to different
workloads, as evidenced in Section 3.4.

Copilot. Copilot [54] is the first 1-slowdown-tolerant con-
sensus protocol for quorum-based systems. It introduces two
leaders that proactively add redundancy to all stages of the
execution flow, so that any one slow replica (be it leader or
follower) will not bottleneck the performance.

We evaluate Copilot and its two baselines (MultiPaxos [44,
51] and EPaxos [53]) using its original benchmark. Figure 8c
presents their performance degradation under different net-
work delays. Faults are injected to one of the pilots for Copilot,
the leader in MultiPaxos, and one arbitrary node in EPaxos.
We outline the following observations.

First, even under the mildest delay of 100 us, Copilot still
incurs a degradation of 35%. Second, Copilot only yields the
smallest degradation under a 10 ms delay. The root cause lies
in two sets of static configurations. ❶ Copilot lets the fast pilot
take over the work of the other slow pilot if the latter does
not respond within 10 ms (i.e., fast-takeover timeout). When
the slowdowns are less than 10 ms, Copilot simply waits. This
explains why Copilot is not optimal until 10 ms. ❷ When
the delays are above 100 ms (i.e., heartbeat sending interval),
normal replicas will not receive heartbeats from the slow pilot
in time. However, the slow pilot will not be marked as dead
and still function until heartbeats are missing for more than 1 s
(i.e., heartbeat missing interval). This explains why Copilot
still has a higher degradation when delays are above 100 ms.

6 An Adaptive Fail-Slow Detection Library
A consistent theme among our study’s findings is that
slow faults have highly diverse and dynamic characteristics.
Changes (even small ones) in the workload, deploying envi-
ronment, fault severity, location, etc., can lead to dramatically
different consequences. While developers become increas-
ingly aware of the fail-slow problem and start to address it,
the current practice of using static thresholds can hardly ac-
commodate the characteristics of slow faults. We advocate for
introducing adaptive designs [39] into slow-fault handling.

6.1 Limitations of Existing Solutions
As Section 5 shows, recent work does not address the dynamic
nature of slow faults. Additionally, solutions such as Perseus
and IASO are designed for operators to monitor systems
as black boxes. They do not offer built-in support to help
developers implement adaptive slow-fault handling within a
system at the code level. An intrinsic adaptive design tackles
the problem directly at the scene. It monitors slowness at fine
granularity, such as a function call. It also invokes targeted
actions to quickly mitigate slowness. However, realizing this
design can require significant developer efforts. A library to
reduce these efforts is desirable.

6.2 ADR: Adaptive Detection at Runtime
To address the gap, we design ADR, a lightweight adaptive
fail-slow detection library for distributed systems. Developers
use ADR as a plug-in when adding fail-slow handling code.
ADR traces some built-in variables (e.g., syncOpLatency),
automatically adapts the associated threshold variables to
decide slowness, and invokes different levels of defined actions.
We aim to achieve the following goals: (1) ease of use; (2)
accurate and fast detection; (3) low overhead; (4) robustness.

ADR can be integrated into a system by adding only few
changes. Developers have added extensive tracing code for
different operations (e.g., write) and compared these tracing
variables with static thresholds to detect slow operations. ADR
leverages such existing code and replaces the static logic in
place to make the detection adaptive.

ADR is directly motivated by the takeaways from our
study. It replaces static timeouts (§4.1) with percentile-based
detection to adapt to varying slow faults (§3.1), deploying
environment (§3.2), workloads and danger zones (§3.3). Since
percentile-based monitoring like tail latency can be diluted
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Figure 9: Overview of ADR.

by normal records (§3.5), ADR analyzes how frequently the
tracing variables get updated for more reliable cross-validation.
As systems employ different mitigation actions (§4.2), ADR
outputs a slowness level (slow, fatal) for developers to trigger
appropriate actions.

As shown in Figure 9, ADR monitors both the value and
the update frequency of some tracing variable defined in the
system code using sliding windows. The high-level idea is to
adapt the original thresholds used in comparison based on
historical values to identify slow data points, and distinguish
workload changes from slow faults by checking how often the
variable gets updated, i.e., update frequency.

It employs two state checkers to make decisions, which are
either triggering internal actions (reset windows) or returning
a slowness level (slow or fatal) for the system code to act
upon. If it detects a sudden increase in the update frequency, it
assumes the system is under a heavier workload and resets all
sliding windows to adapt. Conversely, if the update frequency
drops, due to either a slow fault or a lighter workload, ADR
further checks the values of the traced variable: if they show a
sustained slowdown, ADR identifies a slow fault and triggers
a fatal action; otherwise, it adapts to a lighter workload in the
same manner. We describe each step below.
❶ Update value. When a new value of the tracing variable
is updated (𝑋𝑛𝑒𝑤), ADR stores it into a sliding window of
historical values. Initially we use the original threshold 𝑇 ,
preserving the default behavior, until the sliding window
is saturated. We then calculate the 99𝑡ℎ percentile as the
adaptive threshold (𝑋𝑝99). If the new response is higher than
the threshold (potentially slow),we further query the frequency
state checker in Step 3. If the frequency is decreasing, we mark
this response as slow and store its state in a sliding window of
historical states (to check for continuous slowdown later).
❷ Update frequency. When a new value is updated, ADR
also calculates the timestamp difference between the new and
last value. We divide 1 s by the difference to get the update
frequency of the tracing variable (unit: response/second),
stored using a sliding window. Then, ADR calculates the
average and standard deviation of the frequency window
and derives average+ stdDev (average− stdDev) as the upper
(lower) bound. A frequency higher than the upper bound

indicates a potential workload increase (e.g., a burst of requests
or heavier workload), while a frequency lower than the lower
bound indicates either a decrease in workload intensity or a
slow fault. We maintain another sliding window of frequency
states to check for continuous frequency changes later.
❸ Check fatal. Finally, ADR checks the frequency and
value state windows to distinguish workload changes from
continuous slow faults. If the frequency is continuously higher,
the system may experience a workload increase and ADR
will reset all sliding windows and be ready to adapt new
workload. If the frequency is continuously lower, ADR would
cross-validate with value states: if the value state indicates
a continuous slowdown, ADR would trigger a fatal action if
needed; otherwise, the system may experience a workload
decrease and all windows will be reset.
Adaptive threshold. ADR calculates the 99𝑡ℎ percentile as an
adaptive threshold. This does not mean ADR will always treat
1% of total responses as slow. Instead, ADR cross-validates
with frequency states to check if the frequency is continuously
decreasing. In this case, ADR can accurately detect slow faults
while not emitting false alarms due to workload variations.
Dynamic window length. The length of all sliding windows
is set to be positively correlated with the frequency (i.e., 10 ×
current frequency). This is to make sure that the window size
is always proportional and adaptive to any frequency change.
State checkers. ADR uses two state checkers to monitor
continuous slowdown and workload changes. The value state
checker inspects the most recent 𝑛 value records, and checks
if more than half of them are slow; the frequency state checker
examines the most recent 𝑛 frequency states (which represent
heavier or lighter workloads) to see if more than half of them
are persistent. We choose 𝑛 to be equal to the current update
frequency (i.e., number of updates in the last second). For
example, when the frequency drops from 1 K records/sec to
100, the checkers will only use the most recent 100 data points
instead of 1 K. This allows ADR to quickly adapt to workload
changes while avoiding dilution of slow fault records.

ADR also considers the case when slow faults occur during
the data collection phase: when the value window is not
populated yet to draw a 𝑋𝑝99 adaptive threshold. In this case,
ADR relies solely on the frequency state checker and resets
all windows when the update frequency changes notably.
Example. Figure 10 shows the use case of ADR in HBase.
Originally, HBase already includes tracing code for the WAL
sync. The latest sync time is stored in timeInNanos (a tracing
variable). It further defines two static threshold variables,
slowSyncNs (line 2) and rollOnSyncNs (line3), and uses
two statements (lines 5 and 8) to check if the sync time exceeds
the thresholds. Different actions would be taken accordingly,
emitting a warning (line 7) or rolling WAL (line 10).

With ADR, the original parameters inside the “if” conditions
are retained but wrapped up using ADR’s APIs. Specifically,
we call isWarn() in line 6 to compare the latest sync time



1 // Default static thresholds
2 long slowSyncNs = TimeUnit.MILLISECONDS.toNanos(100);
3 long rollOnSyncNs = TimeUnit.SECONDS.toNanos(10);
4 void postSync(final long timeInNanos, ...) {
5 - if (timeInNanos > slowSyncNs) {
6 + if (ADR.isWarn(timeInNanos, ">", slowSyncNs)) {
7 LOG.info("Slow sync detected.");
8 - if (timeInNanos > rollOnSyncNs) {
9 + if (ADR.isFatal(timeInNanos, ">", rollOnSyncNs)) {

10 requestLogRoll(SLOW_SYNC);
11 }
12 }

Figure 10: Applying ADR in HBase. Lines with ’-’ correspond to
HBase’s original slow-fault detection using static timeouts. Lines
with ’+’ show how ADR is integrated into HBase.

Setup Warning threshold Fatal threshold
Static-1 1 ms 10 ms
Static-2 10 ms 100 ms
Static-3 100 ms 1 s

Table 4: Evaluation setups for the three static schemes.

with an adaptive threshold. Then we use isFatal() in line 9
to check if there is a continuous slowdown and frequency
change (or if the latest value exceeds the default threshold). If
so, a log roll would be triggered per developers’ design.
Limitations. ADR cannot detect slow faults that appear
during system start-up. Operators at the scene are typically
able to monitor and handle such cases manually. Additionally,
since ADR relies on update frequency to distinguish workload
changes from slow faults, it may misclassify slow faults that
occur precisely during workload transitions. Finally, ADR
assumes developers already know where to check for slow
faults. We believe a keyword-based search of potential code
locations for instrumentation (§6.3) can be a useful addition.

6.3 Evaluation
Our evaluation aims to answer: (1) can ADR effectively detect
and mitigate slow faults of varying severity? (2) is ADR robust
to different and dynamic workloads? (3) what is the overhead
of ADR at runtime?
Implementation and Baselines. We implement ADR in both
Java and Go (∼400 lines), and integrate it into HBase and
CRDB. We use a keyword-based approach to automatically
search for potential variables that can be traced. For example,
in HBase, we first identify 57 variables. Among them, 9 exactly
match the use case of ADR (comparing with a default static
threshold) and are traced; the rest are either not timeouts, part
of external APIs (e.g., timeouts in protobuf), or triggering no
mitigation action (e.g., only logging the event).

We use the testing pipeline (Section 2.1) to inject slow
faults with varying severity and workloads. Each experiment
runs for 5 minutes and we inject a fault of 2 minutes starting
from 90 seconds. Each set of experiments is repeated 50 times.

We compare ADR with both the original implementation
(i.e., vanilla) and three sets of static schemes. Since most
studied systems (including HBase andCRDB) employ a typical
two-stage timeout mechanism (§4.1), we set two thresholds (a
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warning and a fatal one) for each setup. The threshold values
of the three static schemes are chosen according to the delays
injected, so that they are the optimal ones for the corresponding
slow faults. For example, Static-1 with a warning threshold of
1 ms would be the optimal one to detect a delay of 1 ms

We also compare ADR with IASO [57] (see Section 5). We
have fine-tuned IASO’s parameters and chosen the optimal
ones under our testing pipeline. IASO employs its own miti-
gation: upon detecting fail-slow, it will first try to reboot the
service instance (i.e., IASO-RB). If the reboot does not work,
IASO will then try to shut down the slow node (i.e., IASO-SD).
Perseus [49] is not chosen as it is an offline detection solution.
Tolerance of Varying Slow Faults. Figure 11 shows the
degradation of HBase under different network delays. ADR
helps mitigate slow faults under all injected delays and is
always better even than the optimal static settings. For example,
under a 100 ms delay, ADR reduces the degradation from
97% (vanilla) to 32% (67% reduction). In comparison, the
optimal Static-2 case, IASO-RB, and IASO-SD yield a higher
degradation of 37%, 38%, and 54%, respectively.

Similarly in CRDB, the average degradation of the vanilla,
Static-2, and Static-3 are 52%, 3%, and 44%, respectively,
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Figure 13: HBase under dynamic workloads. The light (heavy) one
refers to mixed (write-only) workloads with 1 (32) YCSB client
thread(s) and 10K (1M) records. Workload changes at 120 s.

while ADR results in a 7% performance gain.
Tolerance Under Varying Workloads. Figure 12 shows the
performance of HBase with ADR under diverse workloads.
We inject a 100 ms network delay.

ADR decreases the degradation from 98% (vanilla) to as
low as 10% (Figure 12a). Note that ADR does not mitigate
read-only workloads. This is because the variables that ADR
trace are all related to write operations, due to the fact that
the system’s fault-tolerance mechanisms are not engaged or
required as much for reads. Nevertheless, we believe ADR
will still work well given any critical read variables are traced.
As a result, ADR helps reduce the degradation in mixed and
write-only workloads by 16–80% and 43–90% in HBase, and
by 20–96% and 5–66% in CRDB, respectively.

Recall the fine-tuned HBase incurs cluster failures under
other workloads (Section 3.4). ADR, however, not only yields
lower degradation than the optimal static settings, but also
maintains system availability with zero failures.

As Figure 12c shows, the average time to detect in mixed
and write-only workloads are 1.3 s and 0.9 s, respectively. This
shows that ADR detects slow faults in a timely manner.

ADR is robust to dynamic workloads. As shown in Fig-
ure 13, system throughput is on par with or without ADR.
This indicates that ADR can adapt to workload changes with
minimal impact on system performance.
Overhead. Figure 12d shows the overhead of ADR. The
average overhead across all workloads is 2.8%. With this low
overhead, ADR can be integrated into even more modules.
7 Related Work
Since faults are frequent in distributed systems and fault
tolerance is crucial, understanding failures has been a constant
theme in distributed system research. Numerous empirical
studies [24, 25, 27, 28, 32, 34–36, 41–43, 46, 47, 56, 65] have
characterized failures in various settings. They generally have
different focuses and are complementary to each other.

One common category is to analyze why certain systems
fail and identify the high-level causes. For example, an early
prominent study by Oppenheimer et al. [56] examined the
root causes of failures in commercial Internet services. The
findings pointed out that operator errors caused most failures.
Yuan et al. [65] studied user-reported failures in open-source
distributed systems and found that more than half of the

catastrophic failures could have been detected by simple
testing of error-handling code. Other studies in this category
were conducted on Hadoop cluster [58], Microsoft Azure
services [46], jobs in Google computer cluster [29], SCOPE
jobs in Microsoft Bing [45], cloud servers [62], etc.

More recent studies analyze complex failure modes that
are under-explored yet increasingly common in large dis-
tributed systems, such as gray failures [42], partial failures [47],
metastable failures [41], limplock [32], and silent semantic
violations [48]. These studies focus on software failures. Sev-
eral other studies focus on failures related to hardware, such
as network partitions [25], fail-slow hardware [36,49,50], and
silent data corruption in CPUs [31, 40, 63]. Our study is moti-
vated by recent fail-slow hardware studies. We shift the focus
to the impact of fail-slow events to software. Our work revisits
the early limplock study [32], which discusses the worst-case
scenarios using microbenchmarks. In contrast, we focus on
the operational impact of slow faults for modern distributed
systems under realistic workloads. We explore a broad spec-
trum of failure space. For example, we analyze how nuanced
slow faults with diverse severity (not just worst case), location,
etc., degrade system performance. We measure how varying
cloud benchmarks, danger zones, deploying environments, tail
latency measurements, and fine-tuning configurations impact
slow-fault tolerance. We also evaluate the effectiveness of
latest fail-slow detection and mitigation solutions.

A number of solutions have been proposed to tolerate slow-
ness (performance issues) in distributed systems. A typical
technique is speculative execution [26,60,66], which launches
a backup task when a task is slow (straggling). Copilot [54]
enhances the consensus protocol by using two distinguished
replicas to tolerate slow faults. DepFast [64] provides pro-
gramming interfaces for developers to implement slow-tolerant
protocols. Our study aims to provide insights for distributed
systems designers to improve slow-fault tolerance solutions.

8 Conclusion
Recent studies have increased the community’s awareness
of the fail-slow problem. Nevertheless, fail-slow tolerance
remains a challenging topic to approach. We present a compre-
hensive study that analyzes the nuances of fail-slow tolerance
in current systems. Our study reveals that existing efforts do
not accommodate the highly dynamic and sensitive charac-
teristics of slow faults. We showcase how adopting a simple
adaptive design can significantly increase the effectiveness of
a system’s existing slow-fault handling mechanisms.
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A Fault Injection Tools
We use blockade [2] to inject network slow faults and charyb-
defs [3] to inject filesystem ones.

Blockade is a network testing tool based on Docker utilities,
allowing users to inject network failures in distributed applica-
tions. In essence, it employs Linux traffic control (tc) to inject
network delays, packet loss, and partitions. In conclusion, our
testing pipeline leverages blockade to inject delays and packet
loss to running distributed nodes.
Charybdefs is a FUSE-based fault injection filesystem with a
Thrift RPC interface for instrumentation. It simulates various
filesystem faults, such as delays, read/write errors, and disk
full. We use charybdefs to inject filesystem delays to the
running distributed systems.

B Larger Cluster Size
In Section 3, we discuss the nuanced fault tolerance of dis-
tributed systems against diverse slow faults (§3.1), different
resource limits (§3.2), and varied workloads (§3.3). However,
the discussion is based on a small cluster size (3–6 nodes).
In this section, we evaluate the impact of cluster size and
check whether our findings and observerations still persist.
We validate the findings (Findings 1-7) presented in Section 3
using CRDB and etcd under a 10-node and 20-node setup.

B.1 How Systems React to Varying Slow Faults
Figures 14 and 15 present the performance degradation of etcd
under a 10-node and 20-node setup, respectively. Although
the absolute numbers of degradation do not exactly match
with those in Figure 2, they still vary across systems as in
Finding 1. For example, under a mixed workload with delayed
network in the leader node, the degradation of 3-node etcd
cluster is 0.5%, 2%, 19%, 75%, and 96% for 100 us, 1 ms,
10 ms, 100 ms, and 1 s delays, respectively. In comparison, the
corresponding degradation of a 10-node etcd cluster is 0.5%,
1%, 9%, 51%, and 88% for the same delays, while that of a
20-node etcd cluster is 0.1%, 0.3%, 7%, 46%, and 74%.

Regarding different fault types, the average degradation
of a 10-node etcd cluster (mixed workload, injected on the
follower) under network packet loss and network delay is 10%
and 37%, respectively. This indicates that etcd is much more
sensitive (3.7× differences) to packet loss than network delay,
which is consistent with Finding 3.

Morever, slow faults still impact systems differently condi-
tioned on the fault locations. In a 10-node etcd cluster, when
we inject a 100 ms network delay to either the leader or the
follower, the degradation is 8% and 51%, respectively. This
translates to a 6.4× difference. As a result, Finding 4 also
holds in a larger cluster size.

Previously, we summarized in Finding 2 that the perfor-
mance degradation does not always increase as slow-fault
severity increases. We find this finding also holds for CRDB
with a larger cluster size. Figure 16 presents the degradation of
10-node and 20-node CRDB under different filesystem delays.
As we can see, in a 10-node CRDB under read-only setup,
the degradation under a 100 ms delay (82%) is 2.4× that of
a 1 s delay (34%). We also observe a similar trend when the
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Figure 14: Performance degradation of 10-node etcd under different network packet loss and network delay. The darker the colors, the more
severe the faults are. Each experiment was repeated 50 times for generalizability. Error bars refer to 95% confidence intervals.
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Figure 15: Performance degradation of 20-node etcd under different network packet loss and network delay. The darker the colors, the more
severe the faults are. Each experiment was repeated 50 times for generalizability. Error bars refer to 95% confidence intervals.
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Figure 16: Performance degradation of 10-node and 20-node CRDB
under different filesystem delays. The darker the colors, the more
severe the faults are. Each experiment was repeated 50 times for
generalizability. Error bars refer to 95% confidence intervals.

workload changes to mixed or the cluster size increases to 20
nodes.

To sum up, as the cluster size increases to 10 or even 20,
our general observations and findings (Findings 1-4) regard-
ing how systems are impacted by different fault types, fault
severities, and fault locations are still consistent with those in
Section 3.1.

B.2 Do Resource Limits Amplify Slow Faults?
Figure 17 presents the performance degradation when a 1 s
network delay is injected to the etcd leader node. We set
different resource limits on CPU cores (ranging from 1 to
5 cores) and memory sizes (ranging from 8G to 32G). As
we can see, either under a 10-node or 20-node setup, the
degradation of etcd is still sensitive to the amount of resources.
For example, under the 20-node setup with a per-node memory
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Figure 17: Performance degradation of etcd under different CPU
and memory limits. Values in each cell correspond to the average
degradation of the same set of experiments repeated 50 times. A
1 s network delay is injected to the etcd leader node. The darker the
colors, the more severe the degradation is.

of 32G, degradation ranges from 76%, 82%, to 67%, with
a per-node CPU core limit of 1, 2, 5, respectively. This is
consistent with our Finding 5 in Section 3.2.

B.3 How Workloads Affect Slow Tolerance
Figure 18 presents the performance degradation of etcd con-
ditioned on different workload patterns (read only, balanced
mix, and write only) and injected network delays (from 0 to
1 s, injected on the leader). Obviously, system degradation is
sensitive to workload patterns. For example, for a 10-node
etcd cluster under a 10 ms network delay (see Figure 18b), the
performance degradation of etcd under read-only, balanced
mix, and write-only workloads is 84%, 9%, and 4% (up to
21× differences). We also obtain similar results in a 20-node
etcd cluster or when slow faults are injected to the follower
node (see Figure 20). This is consistent with Finding 6 in
Section 3.3.
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Figure 18: Performance degradation of etcd under differnt network
delays (injected on the leader). Each set of experiment was repeated
50 times for generalizability. The shaded area highlights the “danger
zone” where performance degradation escalates dramatically. Mixed:
50% reads and 50% writes.

Moreover, danger zone (between 10% and 50% degradation)
still exists. For example, the danger zone for 10-node etcd under
a read-only workload (injected on the follower) is from 10 ms
to 50 ms (see Figure 20d). We also observe notable danger
zones in the 20-node setup or when slow faults are injected
to the leader node. This is consistent with our Finding 7 in
Section 3.3.

C Leader Re-Election
Figure 19 shows the logic diagram of why severe slow faults
on the leader can lead to better performance in etcd.

D Client-Side Reconnection in gRPC
Figure 21 shows the logic diagram of why a single slow
follower can possibly degrade the performance of the whole
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Figure 19: Severe slow faults trigger leader re-election.
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Figure 20: Performance degradation of etcd under differnt network
delays (injected on the follower). Each set of experiment was repeated
50 times for generalizability. The shaded area highlights the “danger
zone” where performance degradation escalates dramatically. Mixed:
50% reads and 50% writes.

cluster in etcd.

E Time to Recover
Metrics and notations. To determine when the system has
recovered from slow faults, we calculate recovery time as
the time it takes for the system to reach back a throughput
that is higher than a threshold. The threshold is calculated as
avg_normal− sd_normal, where sd_normal is the standard
deviation of the series of throughput records before fault
injection. Figure 22 presents the distribution of recovery time
among all studied systems.
Recovery time in delayed filesystem and network. Systems
can recover quickly from delayed filesystem and network. As
shown in Figure 22, the average recovery time for all studied
systems under a delayed network and filesystem is 0.8s and
1.0s respectively. We do not observe a notable jump in the
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Figure 21: A slow follower can degrade cluster performance.
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Figure 22: Time for performance to recover after filesystem delay (left), network packet loss (middle), and network delay (right). The darker the
colors, the more severe the faults are. Each experiment was repeated 50 times for generalizability. Error bars refer to 95% confidence intervals.
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Figure 23: Residual performance after filesystem delay (left), network package loss (middle), and network delay (right). The darker the colors,
the more severe the faults are. Each experiment was repeated 50 times for generalizability. Error bars refer to 95% confidence intervals.

recovery time as we iterate through higher delays. Kafka
takes a slightly longer recovery time (an average of 1.3s).
This is because of the distributed nature of Kafka (i.e., data
streaming) that relies more heavily on network communication.
Nevertheless, it is still acceptable as the recovery time is still
within seconds. Also, CRDB generally needs more time to
recover from filesystem delays (an average of 0.9s) than
network delays (0.3s).
Recovery time in flaky network. However, in the face of
network packet loss, the recovery time could be much longer.
In general, the recovery time of all systems increases as their
network becomes more flaky: the average time to recover
under a 10%, 40%, and 70% packet loss is 0.8s, 3.6s, and 7.1s
respectively.

We notice that the recovery time for a 70% packet loss is
notably higher than the other two cases. This is because the
injected node sometimes fails to establish a connection with
the cluster due to high packet loss and even experiences some
downtimes. In this case, after faults are cleared, systems will
schedule a considerable amount of background tasks to help
the injected node catch up with the cluster (e.g., hinted handoff
in Cassandra). In this case, system performance cannot recover
until background tasks are mostly finished and no longer serve
as bottlenecks. However, etcd may intentionally shut down
faulty nodes, thus no longer recovered.
Relationship betwen degradation and recovery time. A
higher performance degradation does not necessarily yield a
much longer recovery time. For example, CRDB degrades by
22% under a 1ms filesystem delay and then recovers in 0.92s,
while it degrades much more by 72% under a 1s filesystem

delay but then recovers faster in 0.78s. Similar observations
can be obtained in most fault setups (except for those with
high packet loss of 40% and 70%). This phenomenon can
be attributed to the fact that most slow faults we introduced,
while significantly impeding a distributed system, do not crash
nodes. Thus, systems can quickly recover to normal once the
faults are cleared.

F Residual Impact
Metrics and notations. We calculate the average throughput
after slow faults are cleared (denoted as avg_residual), and
compare it with the average throughput before fault injection
(denoted as avg_normal). We quantify the residual impact
as avg_residual

avg_normal where a value higher than 1 indicates that the
system is fully recovered and even outperforms the normal
state. On the other hand, a value smaller than 1 indicates that
the system’s overall performance is still affected by the residual
impacts of slow faults. Figure 23 presents the distribution of
residual impacts among all studied systems.
Performance drop. Severe slow faults could incur notable
residual impacts on system performance. For example, soon
after the 70% packet loss is cleared, etcd follower still suffers
from severe slowdowns for a while, while its performance
gradually increases over time. As a result, it can only achieve
an average performance that is only 77% of the normal state.
Similar observations can also be obtained in HBase.
Performance gain. We observed that some systems issue
bursty requests after slow faults finish. For example, the perfor-
mance gains in CRDB (after filesystem delays) and Cassandra
(after network delays) are all above 1, with an average of 1.13×
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Figure 24: Cross-version analysis of HDFS and etcd under network
slow faults. The x-axis shows different fault injection locations and
system versions. The y-axis shows the execution time of the TeraSort
benchmark in HDFS and the performance degradation in etcd.

and 1.08× respectively. Moreover, the more severe prior faults
are, the more performance gain we can observe. This is due
to system’s internal recovery mechanisms, such as backlog in
CRDB and hinted handoff in Cassandra.

Kafka demonstrates the most performance gains among
all systems, with an average of 1.4× after network faults are
cleared. Also, we notice that its cumulated performance gain
resembles its cumulated performance degradation during slow
faults (see Figure 2). This is due to the delayed flush of
messages. Producers in Kafka by default will buffer unsent
messages (due to a slow network in our case) in the memory
and then flush them all once the network faults are cleared. In
this case, the performance gain we observe is similar to the
performance degradation caused by slow faults. To validate
this, we configured Kafka to force flushing every message,
which eliminated such notable performance gains.

G Cross-Version Analysis
Distributed systems are constantly evolving, integrating bug
fixes and new features that also influence their fault tolerance
capabilities (e.g., HBase’s log roll mechanism discussed in
Section 4.2.3). In this section, we evaluate and compare the
nuances of slow-fault tolerance across different versions (see
Table 5) of two representative systems, HDFS and etcd. HDFS

System Version Year

HDFS
3.3.6
3.2.1
3.0.0

2023
2019
2017

etcd
3.5.10
3.4.0
3.0.0

2023
2019
2016

Table 5: Versions of HDFS and etcd used in the cross-version analysis.

is a relatively mature system while etcd represents newer
generations of distributed systems. Our goal is to understand
the evolving trajectory of these systems in terms of their
tolerance to slow faults.

Figure 24 presents the evaluation of etcd and HDFS under
network slow faults. In both HDFS and etcd, the performance
degardation does not vary much across different versions. As
we increase the degrees of severity, the performance degrada-
tion in etcd leader or follower also increases accordingly. We
also check other fault types (e.g., filesystem delays), showing
similar results. In conclusion, there is no significant improve-
ment in the slow-fault tolerance of these systems over time.
Their version updates highlight a lack of focus on this field.
Yet, the evident performance and awareness discrepancies
across these systems show the feasibility and improvement
we can obtain through moderate efforts.
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